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THE ROLE OF NEW INFORMATION AND
COMMUNICATION TECHNOLOGIES
IN MODERN EDUCATION

The technological advances of the last 15 years have made a huge contribution to modern society,
transforming education and training. Computers and the Internet allow teachers and students to work,
learn, and receive information in ways that were once unthinkable. One of the latest and yet most ex-
citing technological developments in education is the use of virtual reality (VR) and augmented reality
(AR) to enhance learning opportunities. Virtual reality and augmented reality allow users to interact with
computer environments, real or imagined. VR also allows users to receive visual, auditory, tactile, smell,
and taste inputs in three-dimensional space.

As a result, the authors implemented a virtual laboratory with the possibility of conducting a virtual
experiment, which includes practical and theoretical tasks in high school physics, as well as a set of ani-
mations. When developing the virtual electronic laboratory, agile software development methodologies,
computer modeling methods, and object-oriented programming were used. As a virtual reality device,
the Leap Motion motion controller was chosen, designed to track the movements of hands and fingers in
space and used for human-computer interaction. The article provides UML activity diagrams for working
and interacting with the application. The cross-platform Unity 3D environment, which implements the
WORA (write once, run anywhere) principle, was chosen as the development platform. Thanks to this
principle, a once-written application can be built for personal computers, mobile devices, mixed reality
helmets, and many other platforms. The application functionality was written in the C# programming
language. Graphic models were created using Substance Painter. The developed application can be used
by students of senior classes of secondary and specialized schools, students of technical majors of higher
educational institutions, as well as any interested users.

Key words: virtual laboratory, augmented reality, virtual reality, 3D modeling, Unity3D, C# (CSharp).

E.A. AanHeko 2*, M.T. MnanakoBa', A.A. Lloin ', A.M. CeintHyp'
TXaAbIKapaAbIK, aKMapaTTbik, TEXHOAOTUSIAAP YHMBepcHTeTi, KasakcraH, AAMarthl K.
2KoAAaHOAABI FBIABIMAAD XKOHE akMapaTTbiK, TEXHOAOTMSIAAD MHCTUTYTbI, KasakcraH, AAMaThl K.
*e-mail: yevgeniyadaineko@gmail.com
3amanaym 6irim Gepyaeri
»KaHa MHPOKOMMYHUKALIMSIAbIK, TEXHOAOTUSIAQPADIH, POAI

CoHfbl 15 XbIAAAFbl TEXHOAOTMSIABIK, XXETICTIKTEP BiAIM 6epy MeH KaApAapAbl AasipAayAbl KanTa
KYPY apKbIAbl Ka3ipri KoFamFa YAKEH yAeC KocTbl. KomnbioTepaep MeH MHTepHET MyFaAiMAEp MeH
CTYAEHTTEpre XKYMbIC iCTeyre, oKyfa >kxaHe 6ip ke3aepi MyMKiH eMec akrnapar aAyFa MyMKIiHAIK Gepeai.
biAim Gepy canacbliHAAFbl COHfbl )KOHE COHbIMEH Oipre eH KbI3bIKTbl TEXHOAOTMSIABIK, ©3ipAEMEAEPAIH
6ipi — GiAIM 6epy MYMKIHAIKTEPIH KEHENTY YLiH BUPTyaAAbl WbIHALIKTbI (VR) XK8HEe TOAbIKTbIPbIAFaH
LWbIHABIKTbI (AR) marnaasaHy 60AbIn TabbiAaabl. BUPTYyaAAbl LLbIHABIK, )KOHE TOAbIKTbIPbIAFAH LUbIHAbIK,
namAaAaHylIblAQpPFa HakKTbl Hemece KMSIAAAFbl KOMIMbIOTEPAIK OpTaAapMeH e3apa epekeTTecyre
MYMKiHAIK Oepeai. CoHaari-ak, VR nmaraaAaHyllbiAapFa Yl ©ALIEMAI KEHICTIKTe BM3YyaAAbl, €cCTy,
TaKTUAbAI, MiC NeH ABM KipiCTepiH aAyFa MyMKIHAIK Oepea;.

HaTuxxeciHAe aBTOpPAAp BUPTYaAAbI SKCMIEPUMEHT XKYPri3y MyMKIHAIM 6ap BUPTYaAAbl 3epTXaHaHbl
iCKe acbIpAbl, OFaH OpTa MeKTen 6arAapAamacbiHbiH (M3MKaChl 6OMbIHLLA MPAKTUKAABIK, XKOHE TEOPUSIAbIK,
TancblpMaAap, COHAAM-aK, aHMMaLMSIAQP >KMbIHTbIFbI €HTi3iAAI. BUPTYyaAAbl SAEKTPOHADIK, 3epTXaHaHbI
a3ipAey KesiHAe OaFAapAaManblkK, KaMTaMachl3 eTyAi 93ipAeyAiH MKEMAT dAiCHaMaChl, KOMIbIOTEPAIK
MOAEAbAEY KaHe 00bekTire GarbITTaAraH barAapAamManay SAICTEPI KOAAAHBIAAbL. BUPTyaAAb! LbIHABIK,
KYPbIAFbICbI PETIHAE KEHICTIKTeri KOA MeH caycak, KMMbIAAAPbIH GaKbiAdyFa apHAAFaH >KOHE aAam-
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KOMIMbIOTEPAIK ©3apa epeKkeTTecy YLiH KOAAAHbIAATbIH Leap Motion K03FaAbIC KOHTPOAAEpPI TaHAAAADI.
Makarapsa UML KocCbIMLLaMEH >KYMbIC iCTeyre »KoHe e3apa apekeTTecyre apHaAfaH apekeTTep KecTeci
6epiareH. O3ipaey naatdopmacs petinae WORA (write once, run anywhere) >kyMbIC MpUHLMIIH XXy3ere
acbipaTbit Unity 3D kpocc-naatgopmanbik, opTackl TaHAaAAbL. OCbl KaFMAATTbIH, apKacbiHAa 6ip peT
asblAFaH KOChIMLLIAHbI Aep6ec KOMMbIOTEPAEP, MOBUAbAI KYPbIAFbIAAP, apaAac LbIHABIK, LWUAEMAEPI
>koHe 6acka Aa KenTereH naatgopmanap yiliH xuHayra 6oAaabl. Leap Motion K03FaAbIC KOHTPOAAEPI
BMPTYaAAb! LUbIHABIK, KYPBIAFBICHI PeTiHAE NarAaAaHbiaAbl. KocbiMLaHbiH dyHKUMOHaAAbIFbI C #
GaraapAamManay TiAIHAE KasbiAAbl. [padukanbik MoaeAbaep Substance Painter kemerimeH >kacaaAbi.
O3ipAEHreH KOCbIMLLIAHbI OpTa >X8He MaMaHAAHABIPbIAFAH MEKTENTEPAIH, X)KOFapbl CbIHbIM OKYLUbIAAPbI,
>KOFapbl OKY OPbIHAAPbIHbIH, TEXHMKAABIK, MaMaHAbBIKTapbIHbIH, CTYAEHTTEPi, COHAAM-aK, Ke3 KeAreH
MYAAEAI NMarAaAaHyLIbIAGp ManAdAaHa anaAbl.

TyiiiH ce3aep: BMPTyaAAbl 3epTXaHa, TOAbIKTbIPbIAFAH LWbIHABIK, BUPTyaAAbl LWbIHABIK, 3D
moaeabaey, Unity3D, C# (CSharp).
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PoAb HOBbIX MH(POKOMMYHHUKALIMOHHbBIX TEXHOAOIMH
B COBpEeMeHHOM 00pa3oBaHuM

TexHOAOTMYUECKME AOCTMXKEHWMS MOCAEAHMX 15 AeT BHECAM OrpoOMHbIA BKAAA B COBPEMEHHOE
o6u1ecTBo, npeobpazoBaB obpasoBaHMe U MOATOTOBKY KaapoB. KomnbioTepbl v MHTEPHET NMO3BOASIOT
YUUTEASIM M CTYAEHTaM paboTaThb, yUUTbCS M MOAYyYaTh MH(OPMALIMIO TaKMM 06Pa30oM, KOTOPbIN KOTrAd-
TO 6bIA HEMbICAUM. OAHUM M3 MOCAEAHUX U B TO K€ BPEMSI CaMbIX 3aXBaTbIBAIOLLMX TEXHOAOTMUECKMX
pa3paboTok B 06AaCTM 06pA30BaHMs SIBASIETCS MCMOAb30BaHWE BMPTyaAbHOW peaabHocTU (VR)
AOTOAHEHHOM pearbHOCTH (AR) AASI paclumMpeHmnst BO3MOXXHOCTEN 00yueHus. BupTyaabHas peaabHOCTb
M AOMOAHEHHasl PEeaAbHOCTb MO3BOASIOT MOAb30BATEASIM B3aMMOAEMCTBOBATb C KOMMbIOTEPHbIMM
cpeAamu, peaAbHbIMM MAM  BooOpaxkaembiMu. VR Takke MO3BOASIET MOAb30BATEASM MOAyYaTb
BM3YaAbHble, CAYXOBble, TaKTUAbHbIE, 3aMaxoBble 1 BKYCOBblE BXOAbI B TPEXMEPHOM NMPOCTPAHCTBE.

B pe3syAbTaTe aBTOpamu peaAm3oBaHa BUPTYaAbHas AAbOpaToOpms C BO3MOXKHOCTbIO MPOBEAEHMS
BMPTYaAbHOI 0 3KCMEPUMEHTA, BKOTOPYIO0 BKAIOYEHbI TPAKTUUYECKME M TEOPETUYECKME 3aAaHWS MO PU3NKe
NpPOrpamMmbl CPEAHEN LLIKOAbI, @ Tak>ke Habop aHnMaumi. Mpu pa3paboTke BUPTYaAbHOM IAEKTPOHHOM
AabopaTopun  MPUMEHSIAUCL  TMOKME METOAOAOTUM  Pa3paboTKM NPOrpamMmHOro obecrieveHus,
METOAbl KOMMbIOTEPHOIO MOAEAMPOBAHUS M OOBEKTHO-OPUEHTUPOBAHHOIO MPOrpamMmupoBaHms. B
KauyecTBe YCTPOMCTBA BMPTYAaAbHOM pPeaAbHOCTM OblA BbiOpaH KOHTPOAAEp ABuxeHusi Leap Motion,
npeAHa3HaYeHHbIN AAS OTCAEXMBAHUS ABVXKEHWMIA PYK M MAAbLLEB B MPOCTPAHCTBE M UCTMIOAb3YEMbIA AAS
YEAOBEKO-KOMIMbIOTEPHOIrO B3aMMOAENCTBUS. B cTaTbe mpuBeaeHbl UML Aparpammbl AeSTEAbHOCTU
AAS paboTbl 1 B3aMMOAENCTBUS C MPUAOXKeHeM. B kauecTBe naaTcopmbl pazpaboTku Gbira BbibpaHa
KpoccraaThopmeHHas cpeaa Unity 3D, koTopast ocyliectBaser npuHumn pabotbl WORA (write
once, run anywhere). baaroaaps 3ToMy NpUHUMNY EAMHOXKAbI HaNMCaHHOE MPUAOXKEHUE MOXKET BbITb
cobpaHO AASI MEPCOHAAbHbIX KOMMbIOTEPOB, MOOMABHbBIX YCTPOMCTB, LIAEMOB CMELLIAHHON PEaAbHOCTU
U MHOTMX APYrux naatchopm. DYHKUMOHAA MPUAOXKEHMUS BbIA HAaNMCaH Ha S3blKe MPOrPaMMMpPOBaHMs
C#. Tpacdmueckme mopeAn ObiAM CO3AaHBI C MCMOAb30BaHWeM Substance Painter. PaspaboTtaHHoe
MPUAOKEHME MOXKET BbITh MCMOAb30BAHO YUYEHMKAMM CTAPLLIMX KAQCCOB CPEAHMX U CTIELLMAAM3UPOBAHHbIX
LIKOA, CTYAEHTaMM TEXHUUECKMX CreuMaAbHOCTEN BbICLIMX YUeOHbIX 3aBEAEHWI, a TakXKe A0ObIMM
3aMHTEPEeCOBAHHbIMM MOAb30BATEASIMM.

KatoueBble cAoBa: BUpTyaabHas Aaboparopus,
peaAbHOCTb, 3D-MoaeAnpoBanue, Unity3D, C# (CSharp).

AOMOAHEHHad pPeaAbHOCTb, BUWPTYaAbHa4d

Introduction

In the age of information technology, modern
society is faced with their continuous penetration
into all spheres of its life. Industry, medicine, en-
tertainment, services, and others are influenced by
the rapidly developing modern technologies, which
in turn is due to the continuous progress in the field
of ICT (information and communication technolo-

gies). Development of new means and technologies
of communication, robotics, sensor technologies,
computer vision, software and hardware for mod-
ern computers, artificial intelligence, etc. on the one
hand, makes it easier for a person to fulfill his pro-
fessional tasks, but on the other hand, sets more and
more ambitious goals for him.

Modern education is no exception. Information
technology also has a huge impact on this area. And
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it includes not only the computerization of all busi-
ness processes of higher and secondary educational
institutions, as well as any organizations, but also
the introduction of new methods and teaching aids
based on modern technologies. In the latter direc-
tion, a prominent place is occupied by computer
training systems, for example, such as virtual labo-
ratories.

Computer modeling within the framework of
virtual laboratories allows you to thoroughly in-
vestigate the studied phenomena, processes, or
substances at minimal cost, without exposing the
students to any danger. Three-dimensional visual-
ization helps to observe the process or phenomenon
in space, it is also possible to look inside the studied
phenomenon, which is not always possible in real-
ity. The undoubted advantage of virtual experiments
is that they can be repeated many times without ad-
ditional financial costs, which certainly increases
the effectiveness of such training. Physics is one of
those courses for which experiments can be simu-
lated on a computer.

In the development of this field in Kazakhstan,
the authors have achieved certain success. A virtual
physics laboratory (PVL) was developed with a set
of three-dimensional physical experiments from a
course in general physics for students of technical
universities. It has been successfully introduced into
the educational process of teaching physics at the
International Information Technology University
and other universities in Kazakhstan [1, 2].

However, not only higher, but also secondary
educational institutions need such educational tools.
Moreover, at this level of education, the task is not
only to represent visually the process or phenom-
enon being studied, but also to present the material
in an interesting, exciting way in order to captivate
schoolchildren, who, unlike students, are not always
motivated due to their age and lack of understanding
of the importance of learning.

Nowadays, learners’ perception can be improved
with new visualization elements and gestures that
modern digital technologies offer. Thus, with the
technologies of augmented (AR — Augmented Real-
ity) and virtual (VR — Virtual Reality) reality, new
ways of learning come to the fore, which make it
possible to reveal the student’s interest in the subject
being studied, stimulate positive emotions, speed up
the learning process and help better assimilation.
AR and VR bring a game element to the learning
process, which certainly has a positive effect on the
results of students.

This article is devoted to the development of a
virtual electronic laboratory with a set of practical
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and theoretical tasks, as well as animations with ele-
ments of augmented and virtual reality technologies
for the study of physics in secondary educational
institutions.

Materials and methods

Fundamentals of augmented and virtual real-
ity technologies

Augmented reality is one of the newest and most
promising technologies of the 21st century, which
can also be used to develop virtual laboratories. Its
applications are very broad: from game develop-
ment to medicine. Augmented reality allows you to
embed virtual objects in the three-dimensional field
of human perception in real time, while the added
objects are perceived as elements of real life. Thus,
reality is supplemented by the introduction of virtual
information into it [3]. Interactivity, accessibility,
realism and innovativeness are some of the reasons
for the increasing popularity and demand for aug-
mented reality technology.

Several methods are used to generate virtual
content using augmented reality technology. The
first way to display virtual information is through a
head mounted display (HMD). In this case, the user
sees virtual information on the display screen, and
the real environment through it [4]. Another way to
work with augmented reality technology involves
using a device with a camera (for example, a smart-
phone, tablet, or smart glasses) and special software.
When you point the camera at an object, the program
recognizes it using computer vision technology.
Next, the device downloads the virtual information
associated with this object and overlays it directly
on the object in 3D. Thus, it turns out that the user
sees both real and virtual information. The recog-
nized objects are usually images with QR (quick re-
sponse) codes, which are called markers. When the
user moves or rotates the marker, the virtual image
also moves and rotates. Unnecessary information
disappears, and new information appears [5].

The development of augmented reality technol-
ogy plays an important role in many areas of activ-
ity. Examples of the use of this technology in medi-
cine [6, 7], industry [8, 9], tourism [10, 11] can be
found.

Virtual reality (VR) is a simulation that creates a
virtual yet realistic world using computer graphics.
Moreover, the reproduced surrounding world is not
static, but reacts to the user’s input stream (gestures,
verbal commands, etc.) [12]. Real-time interactivity
is one of the essential distinguishing characteristics
of virtual reality. This assumes that the computer is
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able to detect the incoming stream from the user,
interpret it and immediately change the virtual en-
vironment.

Virtual reality technology requires 3D head-
mounted displays (virtual reality glasses), as well
as stereoscopic hand and body tracking technolo-
gies and binaural sound. Thus, this technology can
be defined as multisensory. Virtual environments,
microworlds or virtual worlds are other equivalent
names for VR technology.

Virtual reality is also increasingly used in such
areas as scientific visualization, architecture, pilot
training, medicine, entertainment [13, 14].

Technological basis

The virtual lab implementation is based on the
Unity Game Engine [15]. Unity Game Engine is a
cross-platform computer game development envi-
ronment from Unity Technologies. It allows you to
create virtual reality applications that run on per-
sonal computers, mobile devices with iOS and An-
droid operating systems, and Internet applications.
The Unity editor has a simple Drag&Drop interface,
which is easy to configure, consisting of various
windows, so you can debug the game directly in the
editor. The engine supports two scripting languages:
C# and JavaScript. Physical calculations are per-
formed by the PhysX physics engine from NVIDIA.

The Vuforia library was chosen as a library for
the implementation of augmented reality functions
due to such qualities as cross-platform compatibil-
ity, the ability to work for free, tracking 3D objects,
and visual search.

The Vuforia library makes it easy to scan targets
with the built-in Vuforia Object Scanner. It is also
possible to enable virtual buttons and map additional
elements using OpenGL. Cross-platform allows you
to work on different platforms, which means a wider
audience coverage and ease of use of the program.

As a virtual reality device, the Leap Motion
controller was chosen, designed to track the move-
ments of hands and fingers in space and used for
human-computer interaction. The device includes
three infrared LEDs and two cameras, and its track-
ing principle is stereoscopy (the reflected light from
the LEDs is visible from two different points of
view, and the distance from the sensor is calculat-
ed accordingly). Thanks to the SDK libraries, you
can get information about tracking both hands in
the space above the device at a height of 15-60 cm.
The library’s routines can recognize both hands and
transmit information about the location of each bone
segment.

Results and discussion

Development of virtual laboratory work

When developing the virtual electronic labora-
tory, agile software development methodologies,
computer modeling methods, and object-oriented
programming were used.

A virtual electronic laboratory was developed,
which includes practical and theoretical tasks from
the high school physics curriculum, as well as a set
of animations. Practical tasks are implemented in
the form of separate applications that provide access
to three-dimensional visualization of the studied
processes using augmented and virtual reality tech-
nologies, as well as solutions to problems. A set of
3D animations is presented in the form of an elec-
tronic textbook.

Figure 1 shows a component diagram that de-
scribes the internal structure of the application.
The start/input point label is highlighted in red,
the main program components are highlighted in
green, and the auxiliary modules are highlighted
in yellow.

The starting point is the launch of the applica-
tion itself. It consists of four main components:
visualized practical tasks, visualized theoretical
tasks implemented in the form of laboratory works,
animation of physical processes, and test questions.
There are also auxiliary modules that ensure the
operation of the main ones. These are folders with
shared three-dimensional models, program code,
and prefabs — special elements that can be reused
in different scenes, while allowing you to provide a
single interface and logic. In addition, there are sep-
arate folders in which there are elements required in
a separate task or laboratory work. Another module
is a module for the operation of the Leap Motion
controller, which allows you to control the virtual
laboratory work and its elements with your own
hands inside the virtual space.

Figure 2 shows the class diagram of the elec-
tronic virtual laboratory. It demonstrates the logic
that ensures the operation and interaction during the
execution of the application. The diagram presents
the classes in the application and their relationships.
The main components are the laboratory itself, the
user interface, and the control controller inside
the laboratory. According to these elements, there
are the classes: UlContoller, ProblemController,
LeapHandModelController, Leap HandModel Base,
and Leap Hand Model. All of them are derived from
MonoBehaviour, the base class in Unity. Three
classes belong to Leap Motion and provide its logic
and control.
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Figure 1 — Component Diagram

Figure 2 — Class diagram
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Figure 3 — Action Diagram

Figure 3 shows an action diagram. It reflects a
user and the system as actors, with ellipses show-
ing possible actions. So, the diagram shows the user
who can launch the application, change settings,
send feedback, learn about the development team,
and exit the application. After launching the app, the
user can choose to run a virtual lab, test, tutorial,
animation, or task. Within each of these modules,
certain possible actions are available, which can
also be seen in the diagram.

Figure 4 shows the activity diagram, which re-
flects the logical relationship between the actions
that the user performs inside the application.

As a result, the application provides the user
with all the necessary information within the frame-
work of the presented material, is completely safe,
and demonstrates complex physical phenomena and
concepts.

Conclusion

Thus, the use of new information and communi-
cation technologies in modern education opens new

opportunities and prospects for creating learning re-
sources and tools at a qualitatively different level,
especially in the current circumstances of the forced
transition to distance learning.

This article provides an example of developing a
software application for a virtual electronic labora-
tory with elements of augmented and virtual reality
technologies, which includes a set of practical and
theoretical tasks in physics in the form of laboratory
works, as well as animations, and tests. All compo-
nents of the virtual electronic laboratory are made in
the form of separate modules with three-dimensional
visualization of the studied processes and phenom-
ena. The user documentation and the description of
each laboratory work and the entire system are also
provided by the authors. The developed virtual labo-
ratory has been tested in the educational process.

The authors believe that the created virtual labo-
ratory for the physics course meets the requirements
of modernity and is effective in the study of this
subject. Currently, we are constantly working on the
development of new practical tasks and laboratory
works for their integration into the laboratory.
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Figure 4 — Activity Diagram
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