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We present multiple software programs for the Hurst exponent calcu-
lations for a sample time series collected by a neutron monitor detectors
array. The first application is carried out by the finite differences approach,
using a spreadsheet-type application for a single one hour long data series;
the second is a complete, one and a half week long, mathematical and
graphical analysis of six acquisition channels in Matlab; the third and the
fourth are the data file parser and analyzer in C/C+ + compiler on Win-
dows platform, and its modified Linux version for simultaneous, parallel
computing on a virtual cluster of three machines. All applications produce
the same results proving the codes’ validity and portability across the op-
erational systems and software packages.

Key words: Hurst exponent, rescaled range, parallel computing, time
series, message passing interface,neutron monitor.

Bi3HeNTPOHABIK MOHUTOPMOHAEPIMEHKOPCETIArEH yaKbITTbIK KaTapFa
KOAAQHbIAQTbIH XepCT 3KCMOHEeHTachl M8HIH ecenTeylli Mporpammasap
KaTapbiH >Ka3AblK. COHbIH iWiHAE, WeTKi  aiblpMaLLbIAbIKTAPbIHbIH
PETTIAIK ayMaFbIHbIH, Y3bIHAbIFbI 6ip caraT 60AaTbiH hopMaTTarbl ecenTey
MbICaAbl KOPCETIAIMN, KeliH MOAIMETTEPAIH 6ip>KapbiM anTaAarbl aATbl
KaHaA GOMbIHIIA TOAbIK, TPAchMKaAbIK, aHAAM3IAE KOPCETIATEH, COHbIMEH
kartap Windows optacbiHaa C/C+ +-Te MaAIMETTEP mapcepi >KasbIAAbI,
JK8HE MapaAAeAb MPOrpammanay YiliH MyHaH Oblaaii Linux apkblAbl
6ackapblAaTbiH 3 TYMiHAI KAQCTep OpTacbliHA AybICTbIPbIAABI. AAbIHFAH
HOTUXKEAEP aAbIHFaH aArOPUTMHIH, AYPbICTbIFbI MEH TYPAI OnepaumsAbIK,
JKYMeAep MeH Mporpammanay TiAAEpiHe TOe3IMAIAITIH pacTail oTbIpbir,
6ip-0ipiMeH BTe >KaKCbl YMAECEAI.

Tyiin ce3aep: XepcT 3KCMOHeHTachbl, MaclTabTaAFaH AMaMasoH,
NnapaAreAb ecenTeyAep, YakpITTbiK KaTap, xabap 6epy wuHTepdeici,
HEeMTPOH MOHUTOP.

Hamu 6bIAHANMCAHPSAMNPOrPAMMBbIYMCASIIOLLMX 3HAYEHUEIKCIIOHEHTb!
XepcTanpuMeHUTEABHO K BDEMEHHOMY PSIAY NMPeACTaBAEHHOMY AQHHbIMM
HENTPOHHOr O MOHMTOPA. B yacTHOCTH, BbIA MTPHMBEAEH MPUMED BbIYMCAEHMS
B hopmMaTe KOHEYHbIX Pa3HOCTeN AAS ydacTka MOCAEAOBATEAbHOCTH
AAVIHHOM B OAMH 4ac, 3aTem MOAHbIN rpadhmuecknini aHaAm3 AaHHbIX 3a
MOATOPbI HEAEAM MO LUECTU KaHaAaM, a Takyke HarmcaH napcep AaHHbIX
Ha C/C+ + B cpeae WindowsB AaAbHENMLLEM MEPEeHECEHHbIN B CpeAy
AASIMAPAAAEABHOIO MPOrpaMMMpPOBaHMS Ha KAACTepe 13 TPeX Y3A0B MOA
yrnpaBAeHuem Linux. [oAyyeHHble pe3yAbTaTbl XOPOLLO COrAaCyioTCs ApPyr
C APYroMm, MoATBEPXKAAs MPaBUABHOCTb PEAAM30BAHHOrO AaAropuTMa M
€ro MnepeHoCMMOCTb Ha pasAMYHble OMepaLMoHHbIE CUCTEMbI U S3blKM
nporpamMMmMpoBaHus.

KAtoueBble cAOBa: 3KCMOHeHTa Xepcra,MacluTabrpoBaHHbIA AMana-
30H,MapaAAeAbHble BbIUMCAEHNS, BPEMEHHOM psa, MHTepdenc nepeaayn
COO06LLEeHWI, HENTPOHHBI MOHUTOP.
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HURST EXPONENT Introduction
ESTIMATION, o .
VERIFICATION, The applications of the Hurst exponent are ranging from stock

market analysis [1] to electron gas modeling[2] and addressing data-
PORTABILITY AND statistics and system’s fractalproperties. Originally, it was introduced
PARALLELIZATION in hydrology [3] with the purpose to construct an optimal irriga-
tion system. Since then, multiple studies have been done including
the studies of cosmic rays variations.Hurst exponent estimates are
strongly dependent on the length of data sample.For example San-
kar N.P. et al [4]analyzed36 years long data series on cosmic rays
density covering almost three solar cycles and came to conclusion
that “the present data is anti-persistent in behavior and the process is
a short memory process” with theH value of 0.15. Flynn M.N. and
Pereira W. on the contrary,studied extra short, hundred points and
less, data sequences [5] and extracted vital information from a data
sample on population dynamics.

Our primary goalin this workis effective parsing of raw data,
reliability of results of the Hurst exponent calculations and cross
platform compatibility software.

Methods

Conventional algorithmforthe Hurst exponent calculation is as
follows:

Original time series of length N is divided into the sets of
shorter serieswith length n = N, N/2, N/4, ...,4,3,and2 points. The
upper,n=N,and lower,n=2, cutoff limits are different from study to
study and depend ondata availability and the phenomena, targeted
for analysis.

For each set with particular n value, and for every partial
series {X }within this set, the following intermediate values have
been calculated:

The mean value of each partial series

n
mEn Lt (1)
i=1
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The mean-adjusted series derived from each
X}

1

The standard deviation S

3
Y =X, —mfort=1,2,..,n 2
and the rescaled rangeR
R(n) = max(Zy,Z4,...Z,) —min (Z,,Z,, ... Z,,) 4)

where the cumulative deviate series Z are given by
the following expression

‘ (5)
2 Y fort=1,2,..,n.
1=1

The procedure is repeated for all possible values
of n. Based on these £(n) and nvalues we have tabu-
lated the following function

gl =e

The value of Hthen could be calculated from
fitting the tabular data into a polynomial (see
Matlab’spolyfitdata on Fig.3), or calculating the
slope of the straight line log(E)=Ilog(C)+H*log(n)
(see Matlab’slsgcurvefit model plotted on Fig.2).For
more elaborate and mathematically soundcalcula-
tions one may choose to work withthe generalized
Hurst exponent which is directly related to fractal
dimension [6].

Fig.1 shows our H estimates for an hour-long
observation,calculated with the algorithm above.
The complete 6 channels, 10 days long data anal-
ysis is shown on Fig.2-3. The results of the code
adaptation to a C/C++ programming environment
andparallel computation code are listed on the last-
Fig.4.

Discussion

The original data wereretrieved from the
NikolayPushkov‘sInstitute of Earth Magnetism,
Ionosphere and RadiowavesPropagation of the
Russian Academy of Sciences (IZMIRAN) mobile
6NM64 supermonitor database [7].Neutron counts
wereacquired at one minute interval from June the

31st, 2014 till August the 8th, 2014 in the vicinity
of Moscow city.

All the steps described above in Eq.1-6 are
shown in our first example in Fig.1. Here, the ini-
tial 64 data points (see column B) where divided
into n=8 series each 8 points long. The following
parameters have been calculated for each series: the
mean values (see column C), cumulative deviate
series Z(see column D), minimum and maximum
values of this deviate series, and the rangeR(see
column F). The last three columnsG-/ are the stan-
dard deviationsS(n), R/S for each subseries and a
single value of £ for n=8 which is an average over
all values of R(n)/S(n).

Next, using the range of the matrix tools and
loop structures available in Matlab, we have cal-
culated multiple values of Eas a function of nfor
all 6 channels in the data file and fit them with the
straight line for log(n)vslog(E) representation (see
Fig.2),and with polynomial function similar to Eq.6
(see Fig.4).

Both linear and polynomial fitting models close-
ly follow the original data points in the selected
range of n.

CoefficientsC, log(C) and H values are shown
above each subplot, with 5 significant figures after
the decimal point, though we use such precision
mainly to control the algorithm performance across
the different channels.No more than 2 significant
figures are usually taken into considerationfor data
analysis.

Microsoft Excel was used for the spreadsheet
calculations, and Matlab 8.2.0.701 (R2013b) for
Fig.2-3 results.

Next, we implemented our algorithm on C/
C++ language with Bloodshed Dev-C++ compiler
(the data is not shown for the brevity sake). Then,
to address a persistent need for the effectiveparallel
algorithms in data processing we designed the basic
adaptation of C/C++ code to the Message Passing
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Interface (MPI, and OpenMPI inour case) parallel
computations environment. We have used channel-
by-channel workload distribution between the

threads, as shown in Fig.4. The coefficients log(C)
and H with corresponding thread (process) for each
individual channel, are also shown.

A A | B | c D | E | F G H I J K
1] _n Xi | meanmi | Yi=Xi-mi | Z=Sum{¥iji_t | Rin) S(n} R/S
2| 800 229,00 508,625 -19,63 -19,63 34,25

3| 507,00 -1,63 21,25 -32,88

4] 497,00 -11,63 -32,88 57,13 19,49 3,44 2,6638
5 | 524,00 15,38 -17,50

6 | 547,00 38,38 20,88

7] 522,00 13,38 34,25

8 | 487,00 -21,63 12,63

9 | 496,00 -12,63 0,00

10 531,00 [ 530,000 100 " 1,00 1,00

11 449,00 -81,00 -80,00 -122,00

12 505,00 -25,00 105,00 |IO30008 38,78 3,17
13 513,00 -17,00 -122,00

14 537,00 7,00 -115,00

15 561,00 31,00 -84,00

16 575,00 45,00 -39,00

17 ] 569,00 39,00 0,00

18| 471,00 503,000 3200 7 3200 11,00

19 ] 533,00 30,00 2,00 -46,00

20| 471,00 -32,00 -34,00 30,31 1,88
21| 517,00 14,00 -20,00

22 ] 477,00 -26,00 -46,00

23| 560,00 57,00 11,00

24 | 487,00 -16,00 5,00

25| 508,00 5,00 0,00

26 283,00 [ 502,875 -1988 " 19,88 [ 725

27 | 53000 | 27,13 7,25 | -28,25

Figure 1. Microsoft Excel spreadsheet calculation of a single E value for n=8 for the first acquisition channel in the data file.

channel1: log(C)=-0.18273 H=0 57069 channel2: log(C)=-0.12934 H=055724
T T

channel3: log(C)=-0.097293 H=054819

T T T T 32
32r
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3 35 4 45 5 55 5 3 35 4 45 5 55 5 3 35 4 45 5 55 6
logtn) logtn) lag(ny
channeld: log{C)=-0.066319 H=0.54047 channel5: log(C)=-0.084826 H=0.55035 channel6: log{C)=-0.12516 H=0.55837
32F T T T T T T T T T T T 39 T T T T T
3l 1
28F 1
261 1
i 24r o data @
g fit
2 a3t 4
2k 4
18 g
16F 1
3 35 4 45 5 55 6
log(n) log(n) log(n)

Figure 2. Matlab implementation of the 6 channels data analysis in logvslog representation and data fit by a straight line
using polyfit function. Channel’s number, values of log(C) and Hare printed above each subplot.
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channel1:C=0 83664 H=0.009/3

channelZ:C=0.84393 H=0 5658

channel3:C=0.94/59 H=0.53899
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Figure 3. Matlab implementation of the 6 channels data analysis fitting with Isqcurvefit function. Channel’s number, values of

log(C) and Hare printed above each subplot.

mpiuser@debian—64bit-server: ~ (as superuser) m
File Edit View Search Terminal Help
Good merning!
changing home directory to
/home/mpiuser
compiling Augl8_ 2018 hurst_mpi
copying data to 10.0.2.15
Aug20 2014 hurst mpi 160% 116KB 116.0KB/s oe:ee
izmi'borons!31.7.2014!10.8.2014.txt 100% 64E6KEB 646.1KB/s oo o0
copying data to 10.0.2.186
Aug2@ 2014 hurst mpi 160% 116KB 116.0KB/s oe:ee
izmi'borons!31.7.2014!10.8.2014 . txt 100% 646KB 646.1KB/s 0o 60
running 6 jobs on 3 nodes
log(C) H id hostname wall time, sec CPU time, sec
-0.196 0.574 €] debian-64bit -server 5.085 3.4060
log(C) H id hostname wall time, sec CPU time, sec
-0.166 0.566 1 debian-64bit-1 5.179 3.920
leg(C) H id hostname wall time, sec CPU time, sec
-0.080 0.549 4 debian-64bit-1 5.415 3.760
leg(C) H id hostname wall time, sec CPU time, sec
-0.089 0.546 2 debian-64bit -2 5.560 3.920
log(C) H id hostname wall time, sec CPU time, sec
-0.112 0.550 3 debian-64bit -server 5.865 4,110
log(C) H id hostname wall time, sec CPU time, sec
-0.139 0.5862 5 debian-64bit -2 6.066 4,170
Ready I
mpiuser@debian-64bit-server:~$ I

Figure 4. Calculated data displayed in the terminal window of the master process in the virtual cluster. Calculated values of
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log(C) and H, process id, hostname and execution times for each process are given.
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For the purpose of parallel computing we have
configured a virtual cluster on the Oracle VM
VirtualBox. The host is64 bitWindows 8.1operating
system running on Intel Core 13-3220 CPU with 4
Gb of RAM. The guest operating systems are the
three Linux machines with 64 bit Debian GNU/
Linux 7.4 (wheezy)with 512 Mb of RAM per each
server and two nodes. Message Passing Interface is
provided by OpenMPI v.1.4.5 bundled with Debian
distribution.

The Hurst exponent estimates in our study are
matching the majority of the previously obtained
resultsfor geomagnetic indices [8] whereHvalue
isabove (.5. Variations in our computed values
of the C and log(C) (seethe Fig.2-3 and Fig.4) are
caused by the slightly different fitting models used
for these estimates.

In addition, we have tested the code with a
generated sine wave of the same durationas the
longest neutron data sequence and with close to
diurnal variations frequency. As we have anticipated,
the obtained results of H~0.15 reflectno short memory
in the series, supporting the validity of the coding.

To estimate the coding performance the “wall
time” and “cpu time” have been streamed to the
screen and file output for each process. To avoid
possible interference between the processes the
individual copies of the data files were supplied to
each process/node at the beginning of the execution
time by physically copying the data to the specified
location, as shown in Fig.4.

Conclusion

We have demonstrated various methods of
the Hurst exponent calculation on different OS
and software. Basic parallel algorithm allocating
the data asone channel per one thread fashion has
been demonstrated as well. Further studies involve
parallel algorithm optimization and interpretationin
terms ofquantumalgorithms.

Our values for Hrange from 0.55 to 0.58 across
all 6 channels, suggesting that at the chosen series
duration, without prior noise filtering, we are pretty
close to a stochastic signal. However, possibility of
a long-term positive autocorrelation requires further
studies.

The code is compiled to run independently on
different computers and could be used as a tool
to study time series of different nature and origin.
Timing and optimization in this study are the
subjects of further studies.
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